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ABSTRACT Changes in flexibility upon pro-
tein–protein complex formation of H-Ras and the
Ras-binding domain of C-Raf1 have been investi-
gated using the molecular framework approach
FIRST (Floppy Inclusion and Rigid Substructure
Topology) and molecular dynamics simulations (MD)
of in total �35 ns length. In a computational time of
about one second, FIRST identifies flexible and rigid
regions in a single, static three-dimensional molecu-
lar framework, whose vertices represent protein
atoms and whose edges represent covalent and
non-covalent (hydrogen bond and hydrophobic) con-
straints and fixed bond angles within the protein.
The two methods show a very good agreement with
respect to the identification of changes in flexibility
in both binding partners on a local scale. This
implies that flexibility can be successfully predicted
by identifying which bonds limit motion within a
molecule and how they are coupled. In particular, as
identified by MD, the �-sheet in Raf shows consider-
ably more pronounced orientational correlations in
the bound state compared to the unbound state.
Similarly, FIRST assigns the �-sheet to the largest
rigid cluster of the complex. Interestingly, FIRST
allows us to identify that interactions across the
interface (but not conformational changes upon
complex formation) result in the observed rigidifica-
tion. Since regions of the �-sheet of Raf that do not
interact directly with Ras become rigidified, this
also demonstrates the long-range aspect to rigidity
percolation. Possible implications of the change of
flexibility of the Ras-binding domain of Raf on the
activation of Raf upon complex formation are dis-
cussed. Finally, the sensitivity of FIRST results with
respect to the representation of non-covalent inter-
actions used as constraints is probed. Proteins 2004;
56:322–337. © 2004 Wiley-Liss, Inc.
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INTRODUCTION

It has long been recognized that protein flexibility is
important for a wide range of biological phenomena, such

as enzymatic reaction and control.1 In fact, some studies
have found a correlation between the onset of protein
activity and a changeover from harmonic to anharmonic
protein dynamics,2,3 although the exact temperature range
of the dynamical transition is still being discussed.4 Pro-
tein flexibility also influences stability5,6 and folding.7–9

In the case of protein–protein binding, flexibility of the
binding partners provides the origin for their plasticity,
enabling them to conformationally adapt to each other. As
such, examples of considerable “induced fit” have been
shown to play a dominant role in protein–protein binding
interfaces.10–12 Perhaps even more important than flexibil-
ity per se are changes in the flexibility upon complex
formation. Although usually recognition sites become less
flexible in contact with the binding partner, influences on
the flexibility of residues distant from the epitope are also
seen. This can be explained in that perturbations at the
binding site can be propagated to remote locations by
altering the dynamic network of interactions in pro-
teins.13–15 Finally, it is increasingly recognized that com-
plex formation between proteins and other proteins, DNA,
or small molecules may lead to an increase in configura-
tional entropy (which is related to an increase in flexibility
of the system), compensating for the loss of translational
and rotational entropy upon association,16–23 as proposed
by Steinberg and Scheraga24 almost 40 years ago. For
some cases, transfer of flexibility to other protein parts
(within one binding partner) has been described, leading to
a redistribution of protein configurational entropy, also
potentially reducing the total entropy loss.25–30

Two classes of computational approaches are available
to understand flexibility (or its opposite, rigidity) in pro-
teins without doing expensive molecular dynamics (MD)
simulations. First, different conformational states (for
example different conformations determined by crystallog-
raphy or NMR spectroscopy) can be compared to locate
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rigid and flexible regions (such as domains and hinges)
within the molecule.31–35 Second, flexible and rigid protein
parts can also be predicted using a single protein conforma-
tion by either structurally identifying domain regions and
hinge joints,6,36–39 by methods related to normal mode
analysis,28,40–44 or by determining spatial variations in
local packing density, which have been shown to be
quantitatively related to root-mean-square fluctuations of
proteins.45

Here, we use flexibility concepts that are well grounded
in mathematics,46 engineering,47 and solid state physics.48

Laman’s Theorem49 (which precisely defines the rigid
regions and degrees of freedom for bonds in a 2D frame-
work) and the absence of any counterexamples in twenty
years of applications of the resulting Molecular Frame-
work Conjecture50 (which extends Laman’s work to the
subset of all 3D networks with molecule-like properties,
such as fixed bond coordination angles) allow us to apply
ideas from structural engineering that relate the stability
of a network of joints (e.g., atoms) connected by struts (e.g.,
bonds) to the average number of struts at the joints (e.g.,
the mean coordination, or number of bonds, for atoms in
the network).47 Proteins can be considered as molecular
frameworks50 when the covalent bonds and strong hydro-
gen bonds and hydrophobic interactions are modeled appro-
priately as distance constraints between atoms.9,51 In the
past few years, new computational algorithms have been
developed52,53 that also allow a detailed local determina-
tion of the rigidity of networks to be made.48 Thus, the
number and spatial distribution of bond-rotational de-
grees of freedom can be related to regions of rigidity and
flexibility. A fast combinatorial algorithm, the pebble
game, has been developed for counting these degrees of
freedom in 2D and 3D bond networks and has been applied
to very large bond networks in amorphous materi-
als.48,52,54

The FIRST (Floppy Inclusion and Rigid Substructure
Topology) software is an implementation of the pebble
game along with code that deduces and represents the
protein covalent and non-covalent bond network, includ-
ing angular constraints, given a Protein Data Bank55 file
as input. Previous work on a series of proteins character-
ized as flexible by crystallography or NMR has shown that
FIRST accurately identifies flexible regions, from a single,
static structure of the protein.51,56 Rigid regions as well as
collectively and independently moving regions are also
identified. FIRST analyses have also been used success-
fully to relate the unfolding of a protein to its loss of
structural stability,9 to identify protein folding cores and
pathways,57 to identify hinge and loop motions that are
essential for biological function,56 and to provide the
starting point for simulating the motions of flexible protein
regions58 (M.I. Zavodsky, M. Lei, M.F. Thorpe, L.A. Kuhn,
Proteins, in press).

In this study, we apply FIRST analyses to the complex of
H-Ras (166 residues) and the Ras-binding domain of
C-Raf1 (76 residues) (Fig. 1) to investigate the influence of
protein–protein complex formation on the intrinsic flexibil-

ity of both binding partners. We compare the results with
those obtained from molecular dynamics simulations.

Ras is an essential component of signal transduction
pathways.59 On going from an inactive (GDP-bound) state
to an active (GTP-bound) state, conformational changes
mainly occur in two regions of Ras, designated “switch 1”
(corresponding to residues 30–37 of loop L2) and “switch 2”
(corresponding to residues 60–76 of loop L4 and helix
�2).60,61 Being activated by “upstream” signals, the pro-
tein interacts with “downstream” effectors such as Raf
mostly via the “effector region” (residues 32–40).62 Molecu-
lar structures for the unbound proteins61,63–65 or com-
plexes closely related to Ras-Raf66,67 have been deter-
mined either by X-ray crystallography or by NMR
spectroscopy. They show that the Ras-effector interactions
mainly occur due to a formation of an inter-protein �-sheet,
resulting in an interface size of approximately 1200 Å2 59

and only small to moderate changes of the protein struc-
ture upon binding59 [e.g., 1.7 Å C� root-mean-square
deviation between Raf in the unbound state (PDB code:
1RRB) and Raf in the complex Rap1A-Raf (PDB code:
1GUA)]. Ras-effector interactions have been repeatedly
investigated by means of theoretical methods, in particu-
lar molecular dynamics simulations.68–74 Yet, until now,
the influence of complex formation on the flexibility of both
proteins has not been investigated. Recently, we studied
structural determinants of the binding free energy of
Ras-Raf by means of absolute binding free energy calcula-
tions and free energy decomposition.75 For Raf, we identi-
fied pathways of interacting residues that originate in the
binding epitope and protrude through the protein struc-
ture. From this, an influence on the protein flexibility in
particular of Raf due to complex formation may be antici-
pated, which may also provide an explanation for the
activation of Raf upon Ras binding.

METHODS
Molecular Dynamics Simulations

The simulations and the structural properties of Raf,
Ras, and Ras-Raf have been described in detail else-

Fig. 1. Modeled Ras–Raf complex structure (see Gohlke et al.75 for
further details). Secondary structure elements discussed in the text are
labeled. All molecular graphics figures in this study were prepared with the
program VMD.106
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where.75 Briefly, the AMBER 7 suite of programs76 to-
gether with the Cornell et al. force field77 and the TIP3P
model for water78 were used for all three simulations.
Starting structures for the human proteins were taken
from the Protein Data Bank (PDB codes: 1rrb, 121p, 1gua)
and modified to achieve consistency with respect to the
biological source and the number of amino acids (see
Gohlke et al.75 for details). In particular, since to-date no
experimentally determined structure for the Ras-Raf com-
plex has been reported, the Ras-Raf complex has been
modeled by superimposing the Ras structure from 121p
onto the Raps structure from 1gua, as described in Terada
et al.79 Bonded parameters for the triphosphate moiety of
GTP were taken from Leach and Klein80 and atomic
partial charges for GTP4� were derived using the RESP
procedure.81 Non-bonded parameters for Mg2� were taken
from Aqvist.82 The particle mesh Ewald (PME) method
was used with a direct-space non-bonded cutoff of 9 Å.
Bond lengths involving bonds to hydrogens were con-
strained with SHAKE and the time step for all MD
simulations was 2 fs. After equilibration, 2 ns of uncon-
strained MD in the canonical ensemble (NVT) at 300 K
with a time constant of 2.0 ps for heat bath coupling were
performed before 500 snapshots for FIRST analyses were
extracted at time intervals of 20 ps from production runs of
10 ns length each. All counterions and water molecules
except the two closest to the Mg2� ion in Ras and Ras-Raf
were stripped from the structures.

To analyze dynamic properties of the molecules, snap-
shots saved at 100 fs intervals along the 10 ns production
runs were used. The root-mean-square amplitude of mo-
tion about the mean position of atom i is determined from
the MD trajectory by

�ui
2�1/2 � � 1

N�
j�1

N

	xi
tj�
2� 1/2

(1)

where 	xi
tj� � xi
tj� � x� i with xi
tj� is the coordinate
vector of atom i at time step tj and x� i is the mean position of
atom i during the sample period. N is the number of
samples.

Experimental root-mean-square fluctuations about the
mean position of atom i can be estimated from the crystal-
lographic temperature factor Bi:
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Equal-time cross-correlations of the atomic fluctuations
are obtained by

C
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tk��
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tk�
2�1/2�	xj
tk�

2�1/2�, (3)

where �· · ·� indicates an average over the sample period.84

For completely correlated motions, C(i,j) � 1, and for
completely anticorrelated motions, C(i,j) � �1.

For the calculation of 	xi
tj�, global translational and
rotational differences between the structures along the
trajectory need to be removed by least-squares fitting. It
has been noted that the choice of the atom set used for
fitting can have an influence on the picture of internal

motions.85–87 Hence, we tested this influence by compar-
ing results obtained using either all C� atoms or only those
in secondary structure elements for the fitting. Since no
qualitatively different answers were found for both cases
(data not shown), we report results here obtained by
including all C� atoms into the least-squares fitting.

Finally, residues are considered to be in the binding
interface if at least 10% of their solvent-accessible surface
in the unbound state is buried upon complex formation.
Assignments of secondary structure elements refer to the
unbound proteins and were taken from the PDBsum
database.88

FIRST Analysis

FIRST identifies flexible and rigid regions in three-
dimensional bond molecular frameworks. The algorithm
and the underlying mathematical rigidity theory have
been detailed elsewhere.50–52,56 Here, we describe the
approach briefly to introduce the terminology used below.
FIRST applies the pebble game algorithm52 to identify and
count the bond-rotational degrees of freedom in a directed
graph, whose vertices represent protein atoms and whose
edges represent covalent and non-covalent (hydrogen-
bond and hydrophobic) constraints within the protein9,51,56

(Fig. 2). Flexibility in this network results from dihedral
rotations of bonds that are not locked in by other bonds
(“hinge joints”). Each bond is assigned by FIRST to be part
of either a rigid cluster or a flexible (under-constrained)
region. A rigid cluster forms a collection of interlocked
bonds in which no relative motion can be achieved without
a cost in energy. If a rigid cluster does not contain
redundant bond constraints, it is minimally rigid or “iso-
static.” Conversely, if a rigid cluster contains redundant
bond constraints, stress is introduced within this region.
Such an over-constrained region is more stable than an
isostatic (just rigid) region, in that it remains rigid even if

Fig. 2. Bond-bending network where vertices represent protein atoms
and edges represent covalent (thick lines) and non-covalent (thin lines)
constraints within the molecule. Constraints between next-nearest neigh-
bors (broken lines) define coordination angles between bonded atoms.
Hydrogen bonds are modeled by a bond between the hydrogen and the
acceptor atom and two additional angular constraints associated with
these atoms. Hydrophobic interactions are modeled by a flexible linkage
(“hydrophobic tether”) consisting of three additional vertices (gray spheres).
All single bonds may undergo dihedral rotation unless they are locked by
the network of bonds in which they participate.
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one of the bonds is broken. Under-constrained regions
typically are flexible links between rigid clusters. A num-
ber of degrees of bond-rotational freedom (so called “floppy
modes”) are associated with each under-constrained re-
gion. Note that this number of internal degrees of freedom
within that region is usually much smaller than the actual
number of rotatable bonds, because not all the rotatable
dihedral angles associated with hinge joints are indepen-
dent (as they are usually part of a ring of constraints
formed by covalent and non-covalent interactions). Fi-
nally, FIRST identifies distinct collective motions, each of
which consists of coupled rotatable bonds. These motions
occur within a particular under-constrained region with-
out affecting internal coordinates outside of this region.

A continuous flexibility index fi has been defined56 that
characterizes the degree of flexibility of the ith bond in the
network [Eq. (4)]. Going beyond the qualitative distinction
of regions as over-constrained (stressed), isostatic (just
rigid), or under-constrained (flexible), this index allows
quantification of how much more flexible an under-
constrained region is compared to an isostatically rigid
region or how much more stable an over-constrained
region is.

fi � �
Fj

Hj
in an underconstrained region

0 in an isostatically rigid region

�
Rk

Ck
in an overconstrained region

(4)

Here, Fj and Hj are the number of independent degrees
of bond-rotational freedom and the number of potentially
rotatable bonds (independent or not) within the jth under-
constrained region (i.e., the region containing bond i). Rk

and Ck are the number of redundant bonds and the total
number of bonds, respectively, in the kth overconstrained
region (again, the region containing bond i). Since Fj � Hj,
it follows that 0 � fi � 1 for underconstrained regions.
Similarly, for overconstrained regions, Rk � Ck, and fi is
bounded by 0 and �1.

In previous studies with FIRST ,9,51,56,57 protein struc-
tures determined by X-ray crystallography have been
used. Here, we perform FIRST analyses for a series of
snapshots extracted from MD trajectories. Instead of
providing a unique assignment for each atom as part of a
rigid or flexible region based on a single input structure,
we can now define the probability Pj(i) that atom i belongs
to the jth largest cluster of mutually rigid atoms.

Pj
i� �
nj
i�

N (5)

nj(i) is the number of occurrences of atom i as part of the
jth rigid cluster, determined over all N snapshots. Pj(i) is
expected to provide a more accurate picture of local rigidity
compared to the “all-or-nothing” answer given by only one
input structure. This is expected to be particularly valu-
able for substructures that are close to isostatic and, thus,
may change from flexible to rigid or vice versa upon

formation or breaking of one or a few non-covalent bonds
as a result of the inherent mobility of proteins.

Along these lines, a flexibility index �(i) for C� atom i is
calculated by averaging over all flexibility indices fi,j(k)
[Eq.(4)] of the two backbone bonds j originating from this
atom as well as averaging over all snapshots k.

�
i� �
1

2N�
j�1

2 �
k�1

N

fi,j
k� (6)

The sum over j is necessary because the flexibility index
is a property of bonds, not of atoms. In most cases, the
N-C� and C�-C� bonds will belong to the same under- or
over-constrained region. If this is not the case, the flexibil-
ity index �(i) assigned to the ith C� is the average of the
two backbone bonds that connect to it.

Applying FIRST to Proteins

The bond network used as input to FIRST is completely
defined by bond constraints between atoms as well as
next-nearest neighbor constraints that define the coordina-
tion angles between bonded atoms (Fig. 2).51 The goal is to
identify macroscopically significant flexibility, which is in
general associated with low-frequency structural fluctua-
tions, rather than the small-amplitude, high-frequency
motions that arise from bond stretching and bending. By
including constraints into the network that represent
strong forces between atoms, the high-frequency motions
can be effectively quenched. Here, covalent and hydrogen
bonds, salt bridges, and hydrophobic interactions are
considered to be strong forces.

Bond lengths, represented as distance constraints be-
tween the bonded atoms, and bond coordination angles,
represented as distance constraints between next-nearest
neighbors of the central atom, are set to their values
observed in the input protein structure. Additional con-
straints are set to restrict the configuration of double or
partial double bonds, such as peptide bonds (see Rader et
al.9 for details). Hydrogen bonds have a prominent role for
secondary structure formation and stabilization of tertiary
structure due to interactions betweens parts of the protein
that are distant in sequence. Thus, they structurally
stabilize, or rigidify, large parts of the protein. Hydrogen
bonds are modeled by a bond between the hydrogen and
the acceptor atom and two additional angular constraints
associated with these atoms, removing three degrees of
bond-rotational freedom from the system.56 Here, we use
donor atom–hydrogen-acceptor atom geometries as given
in snapshots extracted from molecular dynamics trajecto-
ries (see below) to define hydrogen bond strengths. The
latter are obtained by a modification of the hydrogen-bond
energy function of Mayo and coworkers,89 which has been
used in previous FIRST studies,9,57 adjusting the angular
dependence to favor more linear hydrogen bonds and
increasing the well depth and distance-dependence as well
as removing the angular term for salt bridges, due to their
substantial Coulombic component.

EHB � V0�5�d0

d � 12

� 6�d0

d � 10�A
�,�,�� (7)
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where

V0 � 8 kcal mol�1; d0 � 2.8Å
sp3 donor – sp3 acceptor A � cos2�exp(�(� � �)6) cos2(� � 109.5)
sp3 donor – sp2 acceptor A � cos2�exp(�(� � �)6) cos2�
sp2 donor – sp3 acceptor A � cos4�exp(�2(� � �)6)
sp2 donor – sp2 acceptor A � cos2�exp(�(� � �)6) cos2(max[�,�])

Thus, the quality of a hydrogen bond depends on the
deviation of its donor-acceptor distance d from an optimal
value d0 as well as the angular function A, which is
dependent on the hybridization of donor and acceptor and
the angles � (angle between donor atomO hydrogen-
acceptor atom), � (angle between hydrogen atom-
acceptorObase atom bonded to acceptor), and � (angle
between normals of two planes defined by the sp2 centers).
If � is less than 90°, the supplement of the angle is used. V0

is the well depth of the interaction.
Salt bridges are defined to occur between the negatively

charged groups of glutamate, aspartate, or the C-terminal
carboxylate and the positively charged groups of histidine,
lysine, arginine, or the N-terminal amino group.

ESB � Vs�5� ds

d � a�
12

� 6� ds

d � a�
10� (8)

where

VS � 10 kcal mol�1; dS � 3.2Å; a � 0.375Å

The values for VS (well-depth of the salt bridge), dS

(optimal distance between donor and acceptor atoms), and
a were selected such that the computed energies matched
experimental ones.90 The distance between donor and
acceptor atoms is denoted by d.

Knowing the energies of hydrogen bonds and salt bridges
(from now on, together referred to as hydrogen bonds),
these values can be used to select hydrogen bonds for
inclusion as constraints into the network. On going from a
high hydrogen-bond energy threshold value (thus includ-
ing many hydrogen bonds, resulting in few but large rigid
clusters) to a low energy threshold (thus including only a
few hydrogen bonds, resulting in a floppy protein with
many small rigid clusters), the flexibility characteristics of
the protein will change. Using Ecut � �kT � �0.6 kcal
mol�1 at T � 298 K appears a reasonable choice. However,
because of the approximate energy function, which does
not consider the environmental dependence of the hydro-
gen bond strength, we repeated the FIRST analyses,
considering hydrogen bonds with energy values below
�0.1 kcal mol�1 (which had been used in earlier studies56)
or �1.0 kcal mol�1. A comparison of the results indicates
that the outcome of FIRST is robust with respect to the
choice of Ecut (see Appendix).

Finally, hydrophobic interactions between carbon and/or
sulfur atoms are taken into account, if the distance
between these atoms is less than the sum of their van der

Waals radii (C: 1.7 Å, S 1.8 Å) plus 0.25 Å. To model the
fact that hydrophobic interactions generally allow the
atoms to move with respect to each other somewhat, yet
not pull apart, hydrophobic tethers are included in the
network. Each tether is a flexible linkage that removes two
degrees of bond-rotational freedom from the system.9 In
addition, the influence of omitting all hydrophobic interac-
tions in FIRST, while maintaining hydrogen bonds of a
strength of at least Ecut � �0.1 kcal mol�1, was tested (see
Appendix).

Non-bonded interactions between the GTP ligand of Ras
and the surrounding protein were treated analogously to
interactions between protein atoms. Interactions between
the Mg2� ion and its six nearest neighbors were modeled
as covalent bonds, which is in agreement with the observa-
tion that these interactions persist throughout the simula-
tion time. To test the influence of a structural (persistently
bound) water identified by MD simulation in the interface
of Ras-Raf, FIRST calculations for the complex were
performed either including or excluding the additional
hydrogen bond constraints between the water and the
proteins. Negligible differences in the flexibility character-
istics of Ras-Raf were found in these cases (see Appendix).

In this study, snapshots extracted from molecular dy-
namics trajectories are used as input structures for FIRST
analyses. Using multiple conformations and hydrogen-
bond configurations for each protein allows one to assess
how strongly FIRST results depend on the input data.

RESULTS AND DISCUSSION
Root-Mean-Square Atomic Fluctuations From MD
for Unbound Ras and Raf and Comparison to
Experiment

Root-mean-square atomic fluctuations of C� atoms of
unbound Ras and Raf as obtained from molecular dynam-
ics simulations [Eq. (1)] are given in Figure 3(a) and
Figure 4(a), respectively. The MD results are compared to
characteristics of atomic motions as obtained from experi-
ment. Figure 3(b) depicts root-mean-square atomic fluctua-
tions calculated from crystallographic temperature factors
[Eq. (2)] of four unbound Ras structures (PDB codes: 121p,
1ctq, 1qra, 5p21). Figure 4(b) shows averaged root-mean-
square displacements of C� atoms with respect to the
average structure obtained for an ensemble of 30 NMR
structures of unbound Raf (PDB code: 1rfa).

The average atomic fluctuations of unbound Ras as
obtained by MD simulations (0.71 Å) are in good agree-
ment with those found from the crystallographic tempera-
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ture factors (0.66–0.80 Å). In addition, the overall trends
between computed and experimental fluctuations are simi-
lar, although the fine details do not compare perfectly.
Thus, the switch 1 region of unbound Ras, residues 45–50
(loop L3), and residues 105–108 (loop L7) are predicted to
be more mobile compared to experiment. This results in
correlation coefficients of the calculated fluctuations and
the experimental ones of only 0.50–0.55, whereas the
correlation coefficients of fluctuations obtained from the
four different crystal structures are � 0.80. In the case of
unbound Raf, the location of maxima of computed fluctua-
tions again compare favorably with the ones of root-mean-
square displacements determined from the ensemble of
NMR structures. However, calculated fluctuations for
regions around residues 65 and 75, respectively, are
predicted to be smaller than the ones of loop L1, whereas
an opposite trend is observed in the experimental data.63

Hence, in both Ras and Raf, overall trends between
computed and experimentally determined fluctuations are
in fair agreement, taking into account that the time-scales
of averaging over structural and dynamical properties

differ by orders of magnitude between crystallographic
experiments and MD simulations and that calculated
fluctuations and the ones obtained from crystallographic
temperature factors include different contributions to the
atomic motions.28,91–93

Influence of Complex Formation on Atomic
Fluctuations of Ras and Raf

In Figure 3(a) and Figure 4(a), atomic fluctuations of C�

atoms are also depicted for the Ras-Raf complex (“in
cplx.”). In the latter case, the fluctuations describe not only
internal motions of the binding partners, but also include
information about (rigid-body) motions of the two proteins
with respect to each other. To obtain information solely
about internal motions of the proteins in the bound state,
we also calculated atomic fluctuations after least-squares
fitting conformations of bound Ras or Raf only, extracted
from the complex structure (“extracted”). It should be
noted that to date, no experimentally determined struc-
ture has been reported for the Ras-Raf complex.

Restrictions of C� atomic fluctuations upon complex
formation are observed for residues in the interface of Ras

Fig. 3. a: Root-mean-square atomic fluctuations of C� atoms of Ras in
unbound (solid line) and bound (using least-squares fitting of bound, yet
extracted, Ras conformations only: dashed line; using least-squares
fitting of the whole complex Ras–Raf: dotted line) state. Residues in the
interface are marked with ƒ. The switch 1 and switch 2 regions and
secondary structure elements discussed in the text are indicated by bold
lines. b: C� atomic fluctuations as calculated by [Eq. (2)] from temperature
factors of four different X-ray crystal structures of Ras bound to GTP
analogs (PDB code: 121p, 1ctq, 1qra, 5p21).

Fig. 4. a: Root-mean-square atomic fluctuations of C� atoms of Raf in
unbound (solid line) and bound (using least-squares fitting of bound, yet
extracted, Raf conformations only: dashed line; using least-squares fitting
of the whole complex Ras-Raf: dotted line) state. Residues in the interface
are marked with ƒ. Secondary structure elements discussed in the text
are indicated by bold lines. b: Root-mean-square displacements with
respect to the average structure obtained for a set of 30 NMR structures of
the PDB entry 1rfa.
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and Raf (marked by ƒ in Figure 3(a) and Figure 4(a)). This
is particularly obvious for residues 32–40 of the “effector
region” of Ras and the strand �1 and the C-terminal end of
helix �1 in Raf. Loop L3, which is adjacent to the interface,
also shows a decrease in the fluctuations. Surprisingly, the
loop L7 at the C-terminal end of helix �3 in Ras (residues
105–108) also shows reduced mobility, although it is more
than 20 Å apart from the binding epitope.

In contrast, residues 64–67 of Ras (within the switch 2
region) as well as loop L1 of Raf show considerably
increased fluctuations upon complexation. For Ras, this
finding is nearly independent of whether rigid-body mo-
tions between the two proteins are included (“in cplx.”) or
not (“extracted”). In the case of Raf, however, there is a
contribution due to rigid-body motions to the fluctuations
of L1 in the complex (“in cplx.”), as indicated when
comparing these fluctuation values to those where only
internal motions of Raf in the bound state are taken into
account (“extracted”). Such an overall motion of the effec-
tor protein with respect to Ras has also been described by
Zeng et al.69 In both cases, complex formation is accompa-
nied with changes in the flexibility at sites that do not
interact directly with the respective binding partner.

The increased movements in the first part of switch 2 of
bound Ras can be largely attributed to the occurrence of
two conformations, whereby the conformational modifica-
tion occurs after approximately 5.6 ns of simulation time.
This transition is manifested in the change of � angles of
residues M67 (�15° 3 �40°) and R68 (�25° 3 �50°),
whereas all other backbone dihedrals in the switch 2
region remain essentially unchanged over the course of the
simulation (data not shown). In fact, considerable varia-
tions in the conformation of switch 2 have also been found
for GTP-analog bound Ras in structures determined from
different crystal forms as well as for crystallographically
independent Ras molecules of one X-ray structure,60,94

which points to the inherent flexibility of this region. Thus,
it is not clear whether complex formation of Ras with Raf
leads to the increased mobility of the L4 part of switch 2
compared to the case of unbound Ras or whether a
conformational transition of this region has not yet been
observed for unbound Ras due to an insufficient simulation
time.

In the case of increased fluctuations of loop L1, we have
shown recently by free energy decomposition for the
Ras-Raf system that the binding event of the two proteins
leads to changes in “effective energies” (gas-phase energies
plus solvation free energies) for residues apart from the
binding interface and that these changes are mostly
regional, not global.75 In particular, we have identified
pathways of energetic coupling that originate in the epitope
and percolate through the Raf structure. The longest
pathway through Raf is found in the case of unfavorable
interactions between two residues; it extends from �1 over
�2, �1, and �5 into the region of �3 and �4 adjacent to the
loop L1. Interestingly, this �-sheet region does not only
show strongly correlated motions after complex formation,
but it is also identified by FIRST to become stressed
(over-constrained) upon binding (see below). Furthermore,

since this pathway extends from the binding interface into
the region between L101 and K106 and shows significant
interactions between the residues, observed differences in
the flexibility of L1 in bound Raf compared to unbound Raf
may be largely influenced by it.

Changes in Correlated Motions Upon Complex
Formation

Orientational correlations between motions of C� atoms
have been calculated from Eq. (3) and are displayed
color-coded in Figure 5 and Figure 6(a). The correlation
values vary in the range between �1 (dark blue) and 1
(dark red), the lower and upper bound for fully anti-
correlated and correlated motions, respectively. A value of
zero (green) indicates uncorrelated motions. The two axes
of the maps in Figure 5 and Figure 6(a) represent residue
indices for Ras and Raf, respectively. The upper left
triangles correspond to motions of the unbound proteins,
while the lower right triangles show correlations for bound
Ras and Raf. In the latter cases, the proteins have only
been superimposed on the Ras or Raf part of Ras-Raf,
respectively; thus, rigid-body motions of both binding
partners with respect to each other are not included in the
analyses. Hence, comparing upper and lower triangles
reveals changes due to complex formation in internal
motions of the proteins only.

The map for unbound Ras has little structure: correlated
motions are solely revealed between the C-terminal end of
�2, the loop region L3, and the N-terminal end of �3
(residues 38 to 54), whereas anti-correlated motions occur
between helix �1 and loop L3 as well as between loop L3
and the N-terminal region of helix �5. In the bound state,
these (anti-)correlations become less pronounced or even
vanish. In contrast, weak anti-correlated motions can now
be observed between residues in the effector region and
those of the loop L4 part of switch 2. Overall, complex
formation does not seem to have much influence on the
orientational correlation between motions of Ras.

A different picture emerges from the correlation map of
Raf. In the unbound state, correlated motions can be
observed here in particular between the C-terminal end of
�1 and �5 as well as between �3 and �5. Weakly anti-
correlated motions emerge between the turn between �1
and �2 and the loop L1 region. In the bound state, these
orientational correlations become considerably more pro-
nounced. Now, the �-sheet shows a strongly correlated
movement, with particularly intense couplings between
�1, �2, and �5 as well as between �3, �4, and �5. In turn,
loop L1 moves in an anti-correlated fashion with respect to
the �-sheet [Fig. 6(b)]. In the case of Raf, complex forma-
tion, thus, does not only affect the magnitude of fluctua-
tions of individual residues as described in the previous
section but also the directionalities of motions of subsets of
residues with respect to each other.

Global Changes in Flexibility Identified by FIRST
Analyses

While considerable computational resources are needed
to identify flexible or rigid regions of a protein by means of
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MD simulations, FIRST can predict the intrinsic flexibility
of a macromolecule from a single 3D structure in about one
second. Several applications of this approach using experi-
mentally determined protein structures as input have
been presented.9,56,57 Here, we performed FIRST analyses
on ensembles of 500 snapshots of unbound and bound Ras
and Raf, extracted from MD trajectories, and compared
the results to the dynamical information obtained directly
from the simulation.

Statistics on the number and size of rigid clusters,
collective motions, and floppy modes as determined by
FIRST calculations for Ras, Raf, and Ras-Raf are given in
Table I. Also considering the FIRST flexibility predictions
for Ras or Raf from the Ras-Raf complex while removing
the partner (Raf or Ras) allows us to assess to what extent
conformational changes upon complexation contribute to
changes in the flexibility, compared to the contribution of
additional interactions across the binding interface of the
complex. For each flexibility measure in Table I, the values
in brackets denote the standard error in the mean. These
values have been obtained by dividing the standard devia-
tion of the distributions by the square-root of the number
of snapshots, because the snapshots are statistically inde-
pendent (as determined from correlation functions of the
time series of data points; data not shown).95 In all cases,
the errors in the mean are at most 4%. Hence, with respect
to global changes in flexibility, FIRST results are rather
insensitive to which MD snapshot is analyzed, as has also
been found when different experimental 3D structures
have been used.56

The mean values of the size of the largest rigid cluster
and the number of independent hinge joints reveal
global changes in the flexibility of the binding partners
due to protein–protein association. The size of the
largest rigid cluster in the case of Ras-Raf is 2717 atoms,
whereas the sum of the sizes of the largest rigid clusters
for unbound Ras and Raf amounts to only 2207 atoms.
The latter number would be expected if complex forma-
tion did not affect the conformation or flexibility of the
two proteins. Since covalent bonding is identical for both
the unbound proteins and the complex, non-covalent
interactions across the interface plus conformational
changes between unbound and bound Ras and Raf must
lead to an extension of rigid regions in the proteins upon
Ras–Raf association. Along these lines, the number of
independent bond-rotational degrees of freedom in Ras–

Raf (327) is smaller by 38 than the sum of these values
for the unbound Ras and Raf (365), again revealing that
complex formation overall decreases the internal de-
grees of freedom of the binding partners. This picture is
consistent with a decrease in vibrational entropy upon
formation of the complex, as determined by normal-
mode calculations.75,96

It is important to note that differences arising from
conformational changes of the proteins upon complex
formation are overlaid on those due to direct interactions
across the interface. As such, the unbound to bound
transition in the case of Ras already accounts for an
increase in the size of the largest rigid cluster of 123 atoms,
whereas the bound Raf has more independent bond-
rotational degrees of freedom (143) than unbound Raf
(139), i.e., Raf in the bound conformation is slightly more
flexible than in the unbound state.

Local Flexibility Characteristics as Determined by
FIRST and Comparison to MD Results

By means of rigid cluster decomposition, FIRST identi-
fies structurally rigid regions in a protein as well as
flexible bonds between them. FIRST thus provides informa-
tion about local flexibility characteristics, which are depen-
dent on the density and placement of (covalent and nonco-
valent) interactions between atoms in the network. Figures
7–9 depict results of the rigid cluster decomposition for
Ras, Raf, and Ras–Raf, respectively. In part (a) of the
figures, the probability of being part of the largest rigid
cluster for C� atoms of the proteins is color-coded, ranging
from dark blue, representing a probability of one, to dark
red, representing a probability of zero. While these prob-
abilities were obtained by FIRST analyses over 500 snap-
shots for each protein, the (b) panels depict rigid clusters
identified for a representative snapshot from these en-
sembles. In the latter case, dark blue represents the
largest cluster found for this snapshot.

A visual inspection of the rigid cluster decomposition
obtained for several snapshots of the proteins revealed for
Ras and Ras–Raf that the results do not change signifi-
cantly along the trajectory, which is in agreement with the
finding that large parts of these proteins are over-
constrained (i.e., some of the constraints in the framework
are redundant; see below). Hence, fluctuations in the
constraints do not have a noticeable effect on the outcome
of the FIRST analysis. For Raf, however, the rigid cluster

TABLE I. Statistics on FIRST Calculations for Raf, Ras, and Ras-Raf

Flexibility measures

Raf Ras Ras-Raf

Unbound Bounda Unbound Bound

Number of atoms in the largest rigid cluster 318.1 (11.8) 319.2 (11.6) 1889.1 (8.1) 2011.9 (8.0) 2717.3 (14.1)
Number of flexible regions exhibiting collective motions 3.3 (0.1) 3.9 (0.1) 15.1 (0.1) 14.0 (0.1) 19.7 (0.2)
Number of atoms in the largest region exhibiting collective motions 282.1 (5.3) 271.3 (5.7) 86.8 (3.0) 64.8 (2.2) 143.7 (5.7)
Number of bond-rotational degrees of freedom 138.9 (0.6) 143.7 (0.6) 226.5 (0.7) 214.0 (0.7) 327.3 (0.8)

†The values were averaged over 500 snapshots extracted from MD simulations. The hydrogen bond energy cutoff was set to Ecut � �0.6 kcal
mol�1. Values in parentheses are the standard error in the mean, obtained by dividing the standard deviation by the square root of the number of
snapshots.
aRaf or Ras conformations extracted from the complex, considered without their binding partners.
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Fig. 5.

Fig. 6.

Fig. 5. Cross-correlation map of C� atomic fluctuations of Ras. The
two axes refer to residue indices. Positive correlations are indicated in
red, negative correlations in blue. See also the color scale to the right. The
correlations for the unbound protein are shown in the upper left triangle.
The correlations for the bound Ras molecule are given in the lower right
triangle. In the latter case, the molecule was least-squares fitted only onto
itself, i.e., relative motions between Ras and Raf in the Ras–Raf complex
are not contained in the map. Residues in the interface are marked with ƒ.
The switch 1 and switch 2 regions and secondary structure elements
discussed in the text are indicated by bold lines.

Fig. 6. Cross-correlation map of C� atomic fluctuations of Raf (a).
Secondary structure elements discussed in the text are indicated by bold
lines. For further details see Figure 5. In part (b), a schematic representa-
tion of the anti-correlated motion between the �-sheet consisting of �1 to
�5 and the loop L1 region that occurs in the bound state of Raf is given.

Fig. 7. a: Color-coded projection of the probability of being part of the
largest rigid cluster for C� atoms of unbound Ras. Probability values were
determined from 500 snapshots extracted from a MD trajectory using Eq.
(5). Dark red color codes for zero probability, white color for a probability
of 0.5, and dark blue color for a probability of 1.0. b: Rigid cluster
decomposition of unbound Ras. Rigid clusters are colored according to
their size in blue, cyan, black, yellow, red, and green. Hydrogen bonds
between backbone atoms are depicted as black dotted lines.
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decomposition of single snapshots may lead to different
conclusions in some cases compared to those obtained by
averaging over all snapshots [Fig. 8(a)]. This corresponds
to the notion that Raf is metastable with respect to its
flexibility characteristics (see below), and, thus, addition
or removal of a constraint may influence the rigidity
analysis. Consequently, while averaging over 500 snap-
shots mostly gives a more realistic delineation of where
rigid regions end and flexible regions start in the case of
Ras and Ras–Raf, for metastable systems such as Raf,
considering only a single input structure may be mislead-
ing.

In addition, the averaged flexibility indices � [Eq. (6)]
for C� atoms of Ras and Raf in unbound state or as part of
the Ras–Raf complex are given in Figure 10. Values of � as
obtained for Ras and Raf in bound conformation, yet
extracted from the complex, are shown, too. The � index
allows us to quantify the flexibility or rigidity of each
residue across the MD trajectory. Finally, Table II summa-
rizes changes in local flexibility characteristics of the
proteins as determined by MD or FIRST, indicating that
the results of both methods agree in 5 out of 6 regions.

Ras and Raf in Unbound State

Figure 7 indicates that most of the Ras protein is part of
the largest rigid cluster, exceptions being loop L2 and the
switch 1 region, switch 2, and (less pronounced) loop L7. In
contrast, for Raf, FIRST analysis reveals that only helix �1
(Fig. 8) shows a high probability of being part of the largest
rigid cluster. Probabilities of approximately 0.5 are found
for the �1–bend–�2 region, the C-terminal part of �5 and
the �3 and �4 part, whereas the region between �2 and �1
and the loop L1 hardly ever participate in the largest rigid
cluster. In that respect, the Ras-binding domain of Raf
investigated here appears to be very flexible. This result
does not change if the probability plots for the second

Fig. 8. a: Color-coded projection of the probability of being part of the
largest rigid cluster for C� atoms of unbound Raf. b: Rigid cluster
decomposition of unbound Raf. For further information see Figure 7.

Fig. 9. a: Color-coded projection of the probability of being part of the
first rigid cluster for C� atoms of the complex Ras–Raf. b: Rigid cluster
decomposition of Ras–Raf. For further information see Figure 7.
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largest or smaller rigid clusters (data not shown) are
considered. In all cases, the �-sheet �1–�5 never forms a
rigid cluster by itself.

Bound Ras

Complex formation leads to small alterations in the
flexibility of Ras (Fig. 9), as identified by FIRST. As one
might have expected due to its proximity to the binding
interface, the switch 1 region and loop L2 become more
rigid, but so does loop L7 at the C-terminal end of helix �3,
which is distant from the epitope. In contrast, the switch 2
region now shows a smaller probability of being part of the
largest rigid cluster compared to the unbound Ras, i.e.,
FIRST identifies this region to be more flexible. A compari-

son of these results and the corresponding averaged flexibil-
ity indices of Ras C� atoms (Fig. 10) to changes in the
MD-determined atomic fluctuations of the protein on going
from the unbound to the bound state (Figs. 3, 4) reveals a
convincing agreement. Not only is the restriction of flexibil-
ity in the case of residues of and adjacent to the switch 1
region identified by both methods, but also the decrease of
atomic fluctuations for loop L7 coincides with the transi-
tion of this region from under-constrained to over-
constrained as determined by FIRST (see Fig. 10). Along
these lines, FIRST and MD agree in finding increased
flexibility for the switch 2 region. The almost identical �
values found for this region in Ras–Raf and for Ras
extracted from the complex also reveal that the change in
flexibility of switch 2 results from conformational changes
upon binding, whereas interactions across the interface do
not have a direct influence.

FIRST results, however, deviate from MD with respect
to loop L3. Here, the simulation shows a slight decrease in
the fluctuations, whereas FIRST identifies this region to
be more flexible in the bound state. At first sight, one may
anticipate that this discrepancy arises from long-range
(electrostatic) forces, which are taken into account in the
MD simulation, but are not considered by FIRST. In the
latter case, only short-range covalent and non-covalent
constraints are considered, and any long-range effect is
due to the percolation of flexibility or rigidity in the
structural network. However, a pair-wise decomposition of
“effective interaction energies” (i.e., differences in gas-
phase plus solvation free energies occurring upon complex
formation) for the Ras–Raf system has revealed that the
resulting interaction matrix is rather “sparse” and that
sizeable interaction energies occur only between spatially
adjacent residues.75 This has even been found for interac-
tions between charged residues of the interface region,
which interact most with their immediate counterparts of
the binding partner. Thus, although it cannot be ruled out
in general that not considering long-range electrostatic
interactions in FIRST may affect the outcome of the

Fig. 10. Average flexibility index of Ras (top) and Raf (bottom) C�

atoms as determined by Eq. (6) (straight line: unbound Ras or Raf;
dashed line: bound Ras or Raf; dotted line: Ras or Raf in bound
conformation, extracted from the complex). Residues in the interface are
marked with ƒ. The switch 1 and switch 2 regions (Ras) and secondary
structure elements discussed in the text are indicated by bold lines. In the
case of Raf, the straight line arrow indicates part of the loop L1 region
where conformational changes due to complex formation, but not addi-
tional interactions across the interface, lead to the changes in flexibility. In
contrast, broken line arrows show that interactions across the interface
result in the observed rigidification of the �-sheet, even for �3 and �4 that
are most distant to the interface.

TABLE II. Local Flexibility Changes Upon Formation of
the Ras-Raf Complex

Region

Methoda Agreementb

MD FIRST

Ras
Switch1 Decreased Decreased �
L3 Decreased Increased �
Switch2 Increased Increased �
L7 Decreased Decreased �

Raf
�-sheet Decreasedc Decreased �
L1 Increased Increased �

aThe change in flexibility is reported with respect to the unbound
proteins. Unless otherwise stated, in the case of MD, changes in
flexibility are determined from changes in the root-mean-square
atomic fluctuations.
bA “�” indicates that MD and FIRST agree with respect to the change
in flexibility, a “�” indicates disagreement.
cDetermined from changes in correlated motions. For further details
see text.
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flexibility analysis, this effect is likely not the reason for
the observed difference between MD and FIRST results for
loop L3.

Bound Raf

Compared to Ras, protein–protein association signifi-
cantly changes the flexibility properties of Raf in that now
the �-sheet of the effector protein becomes part of the
largest rigid cluster of the complex (Fig. 9). Conversely, the
flexibility of the loop L1 is influenced in that the region
now shows a lower probability of being part of the largest
rigid cluster than in the unbound state. In particular, the
very similar � values of this region found for Ras–Raf and
for Raf extracted from the complex (see straight line arrow
in Figure 10) demonstrate that conformational changes
due to complex formation, but not additional interactions
across the interface, lead to the changes in flexibility. In
contrast, in the case of the �-sheet, interactions across the
interface result in the observed rigidification, as is re-
vealed by the lower � values found in Ras–Raf compared
to those computed for the extracted Raf molecule (see e.g.,
broken line arrows in Figure 10). This clearly demon-
strates the long-range aspect to rigidity percolation,52,97,98

because changes of the interaction network at one side of
the protein (here: the interface region) affect rigidity
throughout the molecule (here: �3, �4, and �5).

Furthermore, it makes sense that changes in the flexibil-
ity upon association occur predominantly on the Raf side,
because in the unbound state, large parts of the molecule
are close to isostatically rigid. This means that small
changes in the number and distribution of constraints can
have a large effect on the stability of these regions,
compared to highly over-constrained regions, where the
breaking or forming of a few bonds does not grossly change
the overall interaction network. This is in agreement with
a recent study proposing that for the propagation of
binding effects to distal regions of a protein, a significant
fraction of residues with low structural stability in the
uncomplexed binding site is necessary.99 Finally, it is
interesting to note that for Raf it has been consistently
proposed that a conformational change between regula-
tory and kinase domains is a requirement for activa-
tion.100,101 It is hence possible that the metastability in
terms of flexibility/rigidity of the Ras-binding domain of
Raf triggers such a change upon association with Ras.

Again, in comparing FIRST results with changes in the
fluctuations as determined by MD, very good agreement is
found for the decrease in flexibility especially for �2 as well
as the increase in flexibility for the loop L1 region of Raf.
However, the reduction in flexibility revealed for �3, �4,
and �5 (Fig. 10) by FIRST is not reflected in the changes of
atomic fluctuations for these residues. Yet, when compar-
ing results obtained by MD and FIRST with respect to the
flexibility of macromolecules, one needs to remember that
FIRST analyzes a static bond network, involving only
virtual atomic displacements. As such, a rigid cluster
identified by FIRST is a collection of atoms in which no
relative atomic motions occur. Conversely, flexible regions
are sets of atoms that may move relative to one another.

Flexibility information from MD simulations, however,
derives from the evolution of the system with time, and a
rigid cluster may well move in total, leading to the notion
that its atoms are mobile if atomic displacements are used
as metric. Hence, “flexibility” as determined by FIRST
needs to be distinguished from “mobility” as determined by
MD. In that respect, it seems more appropriate to compare
FIRST results to analyses of correlated motions from MD
simulations, in that regions whose motions are strongly
correlated will correspond to rigid clusters as identified by
FIRST analyses. Along these lines, the above mentioned
strongly correlated motions found for the �-sheet in bound
Raf, which appear less distinct in the unbound effector,
very well reflect the change in rigidity identified by FIRST
for these secondary structure elements.

CONCLUSION

We have investigated binding-induced changes in flex-
ibility upon protein–protein complex formation of Ras-Raf,
using a distance constraint approach, FIRST, and MD
simulations. From a methodological point of view, it is
encouraging that a comparison of the results demonstrates
good agreement with respect to the identification of changes
in flexibility in both binding partners on a local scale,
because the computational time requirement for FIRST is
several orders of magnitude smaller than for the MD
simulation. This is both true for the unbound proteins and
the Ras–Raf complex, such that changes in the flexibility
upon protein–protein complex formation identified by both
methods also correspond in 5 out of 6 regions (Table II).
This agreement is by no means self-evident, although
snapshots extracted from the MD trajectories are used as
structural basis for the FIRST calculations. Namely, while
atomic motions along a trajectory are governed by the
continuous spectrum of forces exerted by surrounding
atoms, in FIRST the constraints in the bond network are
“all-or-nothing”—a bond is either present or absent. Espe-
cially in the case of non-covalent interactions, this leads to
the need to distinguish forces sufficiently strong from
weaker ones. The present results indicate that the simple
model in FIRST provides essentially the same picture of
dynamics over a moderate timescale as the much more
detailed representation of covalent and non-covalent inter-
actions in a widely used molecular mechanics force field.
Phrased differently, the agreement indicates that dynam-
ics can be predicted by the coupling between bonds that
limits motion within a molecule.

With respect to the robustness of FIRST, we have shown
that the analysis results do not strongly depend on the
choice of the energy criterion for whether a hydrogen bond
is included or not. However, hydrophobic interactions may
be critical for a complete description of the flexibility
characteristics of the proteins investigated. Finally, it is
encouraging that FIRST results are remarkably consistent
with respect to different input structures (at least if the
investigated system is not metastable). This finding sug-
gests that fewer than the 500 snapshots used in this study
are sufficient for FIRST to give reasonable results on
predicting flexibility, which should still correlate well with
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the results of a long molecular dynamics trajectory. As an
extreme example, FIRST results obtained from a single
structure as input agreed well with experimentally deter-
mined mobility (as measured by crystallographic tempera-
ture factors)56 and with protein folding cores identified by
hydrogen/deuterium exchange NMR,57 in which the experi-
mental measures are obtained by averaging over ensemble
and time scales that are out of reach for current MD
simulations. Along these lines, FIRST results obtained
from single structures were also remarkably consistent
between different conformations.56 This is related to the
fact that the results of flexibility analysis by FIRST are
remarkably independent of the conformation(s) used,56 as
long as the non-covalent bond network remains quite
similar. In contrast, flexibility as determined by MD is
influenced by which part of the configurational space of the
molecule is accessible within the simulation time (which
may have led to the underestimation of flexibility of the
switch 2 region of unbound Ras). One should note, how-
ever, that for both, MD and FIRST, good experimental
(starting) structures of unbound and bound molecules are
a prerequisite to reach definite conclusions regarding
biological significance of flexibility changes, because other-
wise it is difficult to ensure that equilibrium conformations
are being analyzed.

From a structural point of view, an interesting feature of
FIRST is that it allows us to determine whether changes in
the flexibility of the binding partners occur because of
conformational transitions within the individual mol-
ecules upon complex formation and/or whether interac-
tions across the interface exert a direct influence. The
latter was found to affect the rigidity of the �-sheet of Raf,
which also demonstrated the long-range effect of rigidity/
flexibility percolation in bond networks. Such an effect
could not be detected by methods that determine atomic
fluctuations in proteins solely from spatial variations in
local packing density.45

In terms of biology, perhaps the most important finding
is the considerable decrease in flexibility of Raf upon
binding. This change occurs predominantly in a region of
the �-sheet where pathways of interacting residues origi-
nating in the binding epitope and percolating through the
structure have been identified before by free energy decom-
position.75 It has been repeatedly observed that regions
involved in molecular recognition exhibit an increased
flexibility; prominent examples are the antigen binding
loops of immunoglobulins102,103 and the recognition loops
of the HIV-1 protease.104 Changes in protein dynamics due
to a propagation of the binding effect through the struc-
tures may then lead to allosteric effects.99,105 It is hence
possible that the metastability in terms of flexibility/
rigidity of the Ras-binding domain of Raf is a prerequisite
for the activation of this protein by binding to Ras.

Considering the success of FIRST in describing the
influence of binding on the flexibility of the binding
partners and its computational efficiency, this method
shall provide a valuable tool for gaining an understanding
of the interplay between binding, flexibility, and function
for even more complex macromolecular assemblies.
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APPENDIX
Sensitivity of FIRST Results to the Representation
of Non-Covalent Interactions

The inclusion of hydrogen bonds as constraints into the
network depends on their strength with respect to a
chosen threshold value, Ecut. The hydrogen bond strength
is thereby evaluated using an approximate energy func-
tion [Eqs. (7, 8)]. To test the sensitivity of the outcome of
FIRST calculations on the choice of Ecut, FIRST analyses
were repeated for Ras, Raf, and Ras–Raf with Ecut � �0.1
and �1.0 kcal mol�1, respectively. Correlation coefficients
of the thus computed flexibility indices with the ones
obtained with Ecut � �0.6 kcal mol�1 are given in Table
AI, together with the average differences in the number of
included hydrogen bonds with respect to the networks for
Ecut � �0.6 kcal mol�1. Although these differences amount
to approximately 5–10% of the total number of hydrogen
bonds in all cases, all correlation coefficients are larger
than 0.970 (with the exception of Ras–Raf in the case of
Ecut � �1.0 kcal mol�1), indicating that the outcome of
FIRST is robust with respect to the choice of Ecut. Along
these lines, inclusion of one water molecule in the binding
interface of Ras–Raf, which has been identified as “struc-
tural water” by MD simulation,75 yields negligible changes
in the flexibility index for Ras–Raf C� atoms, as indicated
by a correlation coefficient of 0.999.
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In early studies with FIRST,51,56,57 hydrophobic interac-
tions were not included as constraints into the network.
Since the number of hydrophobic interactions generally
amounts to about half of the number of hydrogen bonds, they
may influence the stability of the binding partners consider-
ably. To test the effect of omitting these interactions from the
analyses of flexibility in our case, FIRST calculations were
repeated for the unbound proteins and the Ras–Raf complex
only using hydrogen bonds as non-covalent interactions.
Since in this case a threshold value of Ecut � �0.1 kcal mol�1

has been found to provide maximum commonality in the
hydrogen bonds for multiple, independently determined struc-
tures,56 this value was also applied here. The correlation
coefficients for the comparison of the obtained � values to the
ones computed with inclusion of hydrophobic interactions
(and using Ecut � �0.6 kcal mol�1) indicate differences in
particular in the case of Raf (Table AI). Some characteristic
changes in the flexibility indices upon complex formation as
found by FIRST with inclusion of hydrophobic interactions
(Fig. 10), which agree with results from the MD simulations,
are now no longer observed (Fig. A1). As such, the increase in
the flexibility of the loop L1 region of Raf is not revealed
anymore, and the increase in the flexibility of part of the
switch 2 region of Ras becomes less pronounced. The differ-
ences thus indicate that hydrophobic interactions (although
modeled simply) may be critical for a complete description of
the flexibility characteristics of the proteins investigated,
and they are known to be critical for the prediction of folding
determinants.57 The fact that the increase in the rigidity of
the �-sheet of Raf (as manifested by the more strongly
correlated motions in the Ras-Raf complex; see above) is
equally well represented with and without hydrophobic
interactions (yet, in the latter case, substituted by an in-
creased number of hydrogen bonds due to Ecut � �0.1 kcal
mol�1) indicates the interplay between modeling hydrogen
bonds and hydrophobic interactions. Finding the appropriate
balance between these interactions is thus crucial for an
accurate representation of the flexibility characteristics of
proteins by FIRST. This balance is apparently achieved by
including all hydrophobic tethers and all hydrogen bonds
with a strength of at least �0.6 kcal mol�1, as used for the
results described in the text.

Fig. A1. Average flexibility index of Ras (top) and Raf (bottom) C�

atoms as determined by Eq. (6) (straight line: unbound Ras or Raf;
dashed line: bound Ras or Raf) omitting hydrophobic interactions and
using a threshold value Ecut � �0.1 kcal mol�1. For further information
see Figure 10.

TABLE AI. Correlation of Flexibility Indices†

FIRST analyses Rafa Rasa Ras-Raf

Ecut � �0.1 kcal mol�1, HP
includedb

0.979 (9.3) 0.977 (29.6) 0.975 (40.0)

Ecut � �1.0 kcal mol�1, HP
includedb

0.982 (�6.5) 0.985 (�17.6) 0.955 (�26.4)

Ecut � �0.6 kcal mol�1, HP included,
structural water includedb

— — 0.999 (1.3)

Ecut � �0.1 kcal mol�1, no HPb 0.888 (�31.1) 0.916 (�69.7) 0.912 (�95.5)

†The flexibility indices were determined for 500 snapshots extracted from MD using Eq. (6). Pearson’s
correlation coefficients are given for comparison of flexibility indices calculated for modified bond
networks to the one obtained with standard parameters (Ecut � �0.6 kcal mol�1; including hydrophobic
interactions; no water in the binding interface). The values in brackets are the average differences in the
number of non-covalent interactions in the molecules with respect to the standard calculation.
aUnbound molecules.
bHP: hydrophobic interactions.
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